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ABSTRACT. The development of large language models (LLMs) like ChatGPT and 

Google Bard has led to the creation of intelligent chatbots and question-answering 

systems that are gaining widespread popularity. However, there are still limitations in 

using LLMs to develop applications, including the substantial computational resources 

required for finetuning and deployment. This paper studies and experiments with two 

techniques to reduce the computing resources required for developing a question-

answering system using LLMs. A quantization technique is employed to compress the 

model's size, and the application of Retrieval-Augmented Generation (RAG) techniques 

is utilized for information retrieval. The study compares the performance of 

compressed-size models using Quantization and RAG against the original-sized models. 

The results show that quantizing the model can compress the VRAM resources used in 

the GPU between 38% to 57% while still achieving 68.9% accuracies comparing to 

70% in the non-compress model.  

Keywords: Large language models, Document Question Answering (DQA), Retrieval-

Augmented Generation (RAG), Quantization, Resource-constrained machine. 

 

1. Introduction.  

The growth of artificial intelligence in natural language processing (NLP) is of great 

interest today, as there exist large language models (LLMs) with billions of parameters. 

These LLMs have been applied to the creation of chatbots, leading to the widespread 

adoption of applications such as ChatGPT [1] and Google Bard [2]. These applications 

can interact with users, answer questions, and provide guidance on problem-solving. 

Although chatbots powered by artificial intelligence, such as ChatGPT and Google Bard, 

can answer a wide range of questions for users, they still have limitations. For example, 

they cannot answer questions in some specific domains, or answer questions about recent 

events. This makes it necessary for organizations to finetuning the pre-trained model with 

a specific set of document data. However, the finetuning process and the generation of 

answers from a large language model require a relatively high amount of processing 

resources. This paper studies two techniques, namely Quantization and Retrieval 

Augmented Generation (RAG), helping to utilize LLMs based document question-

answering system on a machine with limited resources.  

Quantization [3] is a technique for reducing the size of a model on the memory, making 

it easier to deploy large language models. This is done by converting the number of bits 

in the model from float32 or float16 to INT8 or INT4. Retrieval Augmented Generation 

(RAG) [4] is a technique that combines retrieval and generation techniques applied to 

document question-answering applications without finetuning.  

This study conducted experiments on a computer with limited resources setting, 

compared model performance and memory usage on various sizes of Quantization. The 

research questions are: 

1. Can a large language model be applied to a document question-answering system 

using only a computer with limited resources. 



 

 

 

 

2. Can we use the principles of Retrieval Augmented Generation for creating a 

document question-answering system without finetuning LLMs. 

3. What are the comparative performances of a LLMs-based document question-

answering system when using various sizes of quantization. 

The scope of this study is as follows. (1) The large language model used is an open-

source model called Llama2-7b-chat [5], which has 7 billion parameters. (2) The method 

for the model compression technique used is called Absolute maximum quantization. 

Three sizes of quantization will be compared in the experiment; those are FP16, INT8, 

and INT4. (3) The document question-answering system will operate through the 

Langchain framework. 

The organization of this paper is as follows. Section 2 reviews related works and 

technologies. Section 3 presents research methodology, including dataset preparation, 

DQA  construction by applying RAG technique, and experimental design. Section 4 

presents the experimental results and discussion. Finally, section 5 provides the 

conclusions and suggestions for future research. 

 

2. Related works and technologies  

2.1 Quantization. Large language models, which contain weights, vectors, and input 

sequences, are stored in random access memory (RAM). Currently, most large language 

models have billions of parameters and are stored in FP32 and FP16 formats. Loading the 

weights of a 1 billion parameter model requires approximately 4 GB of RAM in FP32 

format, while only 2 GB of RAM is required in FP16 format. For example, running the 

Llama-2-7b-chat prototype model with FP32 bits requires approximately 28 GB of 

memory, which is much more than the hardware resources most people can support. 

Therefore, this study will start by comparing the performance of models with FP16 size 

and lower.  

Absolute maximum quantization [6] is a method of reducing the number of bits in a 

model. It can be used to compress the size of a model to 8-bits and 4-bits by adjusting the 

weights. For example, equation (1) shows how to compress the number of bits from FP16 

weights to INT8 weights, which has a total of 8 bits and can store 255 different values in 

the range of [-127,127]. The reduction of the model size to INT4 format is similar to the 

INT8 quantization method, but it only has 4 bits, which can store 15 different values in 

the range [-7,7]. 

𝑋𝑞𝑢𝑎𝑛𝑡 = 𝑟𝑜𝑢𝑛𝑑
127

max|𝑋|
 ∙ 𝑋 (1)  

𝑋𝑑𝑒𝑞𝑢𝑎𝑛𝑡 =
𝑚𝑎𝑥|𝑥|

127
∙  𝑋𝑞𝑢𝑎𝑛𝑡 (2) 

Equation 1 is the quantization equation. It divides the maximum value of INT8, which 

is 127, by max|X|, which represents the maximum value of weights within the input 

dataset. This number is called the scaling factor, as it will be used to adjust each input 

weight in the input dataset or layer by multiplying to each input vector X , then rounded 

the value to an integer. Equation 2 is the de-quantization equation, which converts the 

weight value from INT8 to FP16. As can be seen in Figure 1, the converted weight value 

will be slightly different, which means that the conversion of the model size may affect 

the model’s accuracy. 



 

 

 

 

 
Figure 1. Shows an example of Absolute maximum quantization process using INT8 format 

[7] . 

When the model is called to generate an answer, the model will load those INT4 or 

INT8 weight values and convert them back to FP16 vector format for calculation with the 

input vector. This method is called de-quantize as shown in equation 3.  
𝑌 = 𝑋 ∗ 𝑑𝑒𝑞𝑢𝑎𝑛𝑡𝑖𝑧𝑒(𝑊) (3) 

After quantization, the model is converted to GGML format [8] GGML is a library 

written in C that makes it easy and flexible to use machine learning models. It supports a 

variety of quantization formats, including 4-bit, 5-bit, and 8-bit. Models stored in GGML 

format can be loaded and deployed on both CPU and GPU through the llama.cpp library 

[9]  

2.2 RAG (Retrieval Augmented Generation) was invented in 2020 to solve the problem 

of pre-trained language models used for text generation or chatbots. Instead of fine-tuning 

with a specific document dataset to answer questions for specialized tasks. RAG uses the 

Retriever method to help find the closest text in the document to the question and then 

sends the closest result to the large language model to generate the output, eliminating 

the need for fine-tuning. 

 
Figure 2. RAG combines the Retriever method with a pre-trained model [4] 

Figure 2 shows the overview of RAG architecture, which combines the Retriever 

method with a pre-trained model. Here, x is the query that will be sent to match the 

document set to find the Maximum Inner Product Search (MIPS) according to the 

specified top-k number, which is replaced by z, while y is the final output. The 

architecture consists of two main parts: 

1. Non-Parametric memory component: Instead of fine-tuning the model as usual, it is 

replaced with a relevance retrieval method. The query x, which has been converted to a 

vector format, is used to match the vectors of the document set to obtain a similarity score. 

In Figure 2, Maximum Inner Product Search (MIPS) is replaced with the Euclidean 

distance (L2) method. The documents with the highest similarity scores to the query are 

then used in the parametric section. The number of documents depends on the specified 

k value. 

2. Parametric memory component: This component uses a pre-trained text generation 

model to generate answers from the answers obtained from the non-parametric 



 

 

 

 

component. Usually, it utilizes the transformer architecture, which has the decoder part 

or both the encoder and decoder, such as BART, T5, etc.  

To find the documents that are most likely to answer the question, it is necessary to 

find the similarity using the Euclidean distance method (L2) as shown in equation 4. 
𝑖 = 𝑘 − 𝑎𝑟𝑔𝑚𝑖𝑛𝑖||𝑥 − 𝑦𝑖|| (4) 

From equation 4, the symbol ||.|| means Euclidean distance (L2), x is the query or the 

question, which is compared to the entire text document represented by y to find the most 

similar piece of text. Both x and y are represented in the form of vectors. The smaller the 

output value, the more similar the document is to the question. The selection of the results 

is similar to the principle of the nearest neighbor (Nearest neighbor) algorithm, that is, 

selecting the top-k most similar documents y to answer the question x. 

2.3 Large language models (LLMs) are language models based on the transformer 

architecture with hundreds of millions to billions of parameters or more and are trained 

on large datasets. Examples of LLMs are GPT-3 [10] LLaMa [11] etc. In this study, we 

use a language model called Llama2-7b-chat[5], which was developed by Meta. It has 7 

billion parameters, can support 4096 tokens in one input, and is fine-tuned on a 

conversational dataset to make the model good at answering questions in a chatbot-like 

interactive format. Reinforcement Learning with Human Feedback (RLHF)[12] is used 

as a supplement to make the model answer questions in a way that is close to what humans 

expect. 

2.4 Text embedding models are models that represent text in the form of vectors. It is 

used to find the most similar meanings of text within the vector space. Previous 

embedding model, such as the Glove model [13] has insufficient ability to learn from 

surrounding context; while the transformer architecture has improved the ability to learn 

from the context of words through the self-attention method. BERT [14] text embedding 

model, which is a pre-trained model with a large dataset, can be used to create a text 

embedding model. Later, SBERT [15]  showed that the benefits of fine-tuning through 

the transformer architecture model can improve the performance of text embedding 

models. This led to competition for the performance of text embedding models through 

model tuning techniques. Examples of text embedding models include text-embedding-

ada-002 [16] sentence-t5 [17] etc. 

 Technologies and tools used in this research are as follows. Langchain [18] is a 

framework to create applications with the RAG technique, from data retrieval to large 

language models (LLMs) response generation. First, Llama-2 in GGML format is 

downloaded from HuggingFace [19] then, the designed experiments are conducted on 

Kaggle [20] to see memory usages and accuracies in different quantized formats, which 

are FP16, INT8, and INT4. Faiss [21] library is used to calculate text vector similarities 

during the RAG retrieval step. Finally, HuggingFace space [19] is used to deploy and 

demonstrate the question-answering application. 

 

3. Methodology 

3.1 Dataset. The data used in this study to compare models is the Wikipedia subset of the 

TriviaQA dataset [22] This subset is a reading comprehension dataset that contains about 

77,000 rows of data collected from Wikipedia articles. Each row of data contains 

question-answer-evidence triples. The last evidence text related to the question and 

answer will be used with the RAG method. Due to the huge time-consuming nature of the 

experiments, the results presented in this paper are obtained only first 1000 rows of the 

validation subset, which contains 7993 rows, comprising of 12.5% of the dataset. 

3.2 Document Question Answering System Construction  

Figure 3 shows the overview steps of creating a question-answering system using the 



 

 

 

 

technique called RAG (Retrieval Augmented Generation) through the Langchain tool. In 

short, there are four steps: data preparation, text-to-vector conversion and storage, similar 

text retrieval from the document using RAG, and finally, answer generation. 

 

 
Figure 3. a DQA system construction process using the RAG method and the Langchain library. 

3.2.1 Data Preparation. In general, document datasets are usually imported in the form 

of text, with varying lengths. When used with natural language models, this can cause 

errors because each model has a maximum supported input token size. In particular, the 

Llama-2-7b-chat model used has a maximum token size of 4096. Therefore, all input 

text must go through a document splitting process to fit the model. 

 
Figure 4. Example of the document splitting process. 

From Figure 4, the document will be divided into chunks, each limited to 30 characters, 

and the blue characters indicate the overlapping parts specified by the chunk overlap 

parameter. 

Chunk size is the number of characters that will be stored in a chunk. Chunk Overlap 

specifies how many characters of the previous text will overlap. This study sets chunk 

size to 1000 and chunk overlap to 200.  

3.2.2. Text to vector conversion and storage. Word vectors of chunked text are created 

using an embedding model. These vectors are stored to be used in the next retrieval step. 

We chose the Thenlper/gte-base [23] embedding model because the model is smaller than 

other models in the top ten list of the Massive Text Embedding Benchmark (MTEB) [24] 

ranking. Faiss is used as a vector store for the converted text vectors. 

3.2.3 Retrieval-Augmented Generation (RAG). RAG is the Non-Parametric 

component of the system. It takes chunked text vectors stored in FAISS and compares to 

the query vector. The similarity scores are calculated and ranked using the Euclidean 

distance. Chucks with Top-K similarity will be selected for generating the answer in the 

next step. In the document question-answering system, we expect that the matching 

answer from the document should not be in many places. In addition, the larger K will 

result in longer computing time. Therefore, in this study, we start by setting K equals to 

3. 

3.2.4 Prompt and Generate. Prompt is an instruction to the language model to guide its 

response. Prompt can help the language model to understand the context and generate 



 

 

 

 

responses that are consistent with the task. Prompt in this study consists of three parts as 

shown in Figure 5. The command part specifies the context of the question and the 

response’s format. For example, the command part may specify that the model should 

generate an answer of at least three sentences, or that the model should answer "I don't 

know" if it is not sure of the answer. The context part is the top-k text from the previous 

retrieval step. The question part is the question submitted to the RAG method. Both 

context part and question part will be replaced with a ranked response and a question from 

TriviaQA. 

 

 

3.3 Experimental Design. There are two sets of experiments comparing the quantized 

language models performance with the original model. The first experiment measures the 

amount of memory usage when varying the number of input tokens. The second 

experiment measures accuracies of the models compared to solutions from the TriviaQA 

dataset.  

3.3.1 Memory Usages with Varied Input Tokens. The Llama2-7b-chat model used in 

the experiment can support an input length of 4096 tokens. This means that the model can 

understand long text. However, the longer the input, the more computational resources 

are required to generate a response. The experiment feeds inputs with token lengths of 

1000, 2000, 3000, and 4000 to models of different quantized sizes: FP16, INT8, and INT4. 

These experiments are conducted on 10 samples from the TriviaQA dataset to measure 

the average memory usage in megabytes (MB). 

3.3.2 Question Answering Performance of Different Quantized Models. The accuracy 

of question answering for each quantized model (FP16, INT8, and INT4) is compared 

using the TriviaQA dataset of 1000 rows. The accuracy of each model is measured and 

compared between the original pre-trained models and the RAG technique, both without 

fine-tuning. 

The accuracy is measured using the Exact Match percentage (EM) formula shown in 

equation 5 [25] Where M represents the number of questions that the model answered 

correctly, and N represents the total number of questions in the experiment. 

𝐸𝑀 =  
𝑀

𝑁
 𝑋 100 (5) 

 For example, if there are a total of 100 questions, the model can answer 50 questions 

correctly. This makes the EM accuracy score equal to 0.5 or 50%. 

4. Results and Discussion. The experimental results comparing the performance of the 

quantized models are divided into two parts. The first part discussed the experimental 

results for the memory usage for each quantized model when feeding inputs with different 

numbers of tokens. The second part discussed the experimental results of the question-

answering system performance of each quantized model. 

 

4.1 Comparison Results Of Memory Usages with Varied Input Tokens. From the 

experimental design in section 3.3.1, the llama2-7b-chat model was quantized, from FP16 

custom_prompt_template = “Use the following pieces of context to answer the question at the

end. If you don’t know the answer, just say that you don’t know, Don’t try to make up an

answer. Please generate answer not too long and easy understand.”

Context : {context}

Question : {question}

Generated answer …

Figure 5. Example prompt uses to generate an answer. 



 

 

 

 

size to the models with INT8 and INT4 sizes. Each was tested to measure the amount of 

memory usage for generating answers with varied sizes of input tokens 100, 1000, 2000, 

3000, and 4000, respectively.  

The results shown in Figure 6 show that the Llama2-7b-chat model, when feeding the 

input length of 4000 tokens with the model size of FP16, used up to 15,842 MB or 15.8 

GB of memory. This suggests that at least 16 GB RAM should be allocated on a PC for 

one to run the model in FP16 format. Meanwhile, the quantized model size of INT8 used 

only 9,829 MB or 9.8 GB of memory, reducing FP16 by 6,013 MB or 6.0 GB. While the 

quantized INT4 model can compress the amount of memory used in calculations to only 

6,855 MB or 6.8 GB. The results show that quantizing the model can compress the 

VRAM resources used in the GPU between 38% in the INT8 model and 57% in the INT4 

model.  

 

 
Figure 6. Show the amount of memory used for each size of the model, compared to the 

number of token input sizes. 

4.2 Comparison Results of Question Answering Performance From the experimental 

design in section 3.3.2, the experiment compares question-answering performance across 

different quantized models in both pre-trained model and RAG-based approaches. 
Table 1. The accuracy of each quantized model measured in Exact Match percentage, 

comparing a pretrained model to pretrained with RAG technique (zero-shot learning) 

Model 

type 
Pretrained (%) Pretrained + RAG (%) 

FP16 59.0 70.0 

INT8 61.2 68.2 

INT4 60.6 68.9 

 

Table 1 revealed the performance of the question-answering system for each size of 

pre-trained models (the second column) and pretrained with RAG technique (the third 

column), both without finetuning. The accuracy ranged from 59.0 - 61.2 %, for the 

pretrained models, and from 68.2-70.0% for the pretrained with RAG models. This 

showed improvements between 7%-11%. Upon the investigation of answers mismatched 

by the pretrained model versus answer matched correctly by pretrained with RAG model, 

answers containing proper names from specific domains are often found. Hence, the study 

suggests that when lacking a specific domain knowledge in the context, the pretrained 

model often generate “hallucinated” answers which is not the correct answer. Therefore, 



 

 

 

 

the RAG technique not only helps to eliminate the finetune step but also helps to improve 

the DQA accuracies.  

However, the experiment results in the same model (the same column) are about the 

same, regardless of the model sizes. The accuracies are between 59.0-61.2 for the 

pretrained models and between 68.2-70 for the pretrained with RAG models. Hence, 

reducing the bit number from FP16 to INT8 and INT4 did not significantly affect the 

performance of the models, either pretrained only or pretrained with RAG.  

5. Conclusion. To implement a question-answering system using large language models 

on limited resource machines, this paper presented a quantization technique that can 

compress the amount of memory used, and a RAG technique that can be used with 

pretrained model without the need for fine-tuning, The two experiments showed that this 

solution can reduce the memory usages, save time and resources that may be unattainable 

for fine-tuning, while still keeping the performance of the question answering system. 

The trained model is deployed on HuggingFace’s 8vCPU 32GB RAM for a 

demonstration purpose. 

The method presented in this study is just one approach that aids in reducing memory 

usage. Meanwhile, there are various techniques for model quantization available today, 

such as NF4 [26] which employs quantization techniques to adjust weight values within 

the range of -1 to 1, following a uniform distribution. This helps address outliers and 

enhance model accuracy. Another example is GPTQ [27] which utilizes post-training 

quantization, requiring testing with a dataset to facilitate the comparison of loss values 

before and after adjustment, aiming for minimal loss. We hope that this study can provide 

a guideline for readers who need to employ large language models with a limited resource 

machine. 
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– page 7 

2. Did the author replicate Figures 1 and 
2 or copy the original images (papers [8] 
and [4])? If the author copied the 

Thank you for your suggestion. Figures 1 and 2 are 
redrawn based on your suggestion. 

Figure 1 
and figure 
2 – page 3 



Reviewer 2 

Reviewer’s comments Point-by-point response Page 
number 

original images, please replicate these 
Figures. 

3. Could the author remove Section 2.2, 
technologies and tools used? However, 
the author could briefly explain all these 
technologies and tools, may be present 
in one or two lines. 

Section 2.2 are removed and replaced with a short 
paragraph explained all the technologies used in 
this study. 

The last 
paragraph 
of Section 
2 - Page 4 

4. As shown in Table 1, why does the 
author highlight (bold fonts) at "61.2%"? 

In table 1, 61.2% is the highest accuracies for the 
pretrained model, which are obtained from INT8 
format; while 70% is the highest accuracies for the 
pretrained+RAG model. We did not change 
anything in table 1. 

Table 1 – 
page 7 

5. Could the author compare the 
proposed method with other research? 

At the time of our study, we did not find any 
research that use the same setting as our study. 
There are other settings, such as in reference [26-
27] which may not be fair to compare to ours.  

The last 
paragraph 
in the 
Conclusion 
section – 
page 8 

 
 
 

Reviewer 3 

Reviewer’s comments Point-by-point response Page 
number 

- The abstract should contain the 
results. 

The authors added the results in the abstract as 
suggested. 

Abstract-
page 1 

- Figure names of Figures 2 to 5 are too 
long. 

We rewrite the captions of Figure 2 to Figure 5, 
moving the details explanation into the context. 

Figure 1 -
figure 5 ‘s 
captions – 
Page 3,5,6 

- In 3.2.2, The authors mention "Chucks 
with Top-K similarity", Why K = 3 please 
describe more detail. 

In the document question-answering system, we 
expected that the matching answer from the 
document should not be in many places.  In 
addition, the larger K will result in longer 
computing time. Therefore, in this study, we 
started by setting K=3.   We add a sentence to 
explain this point in the paper. 

Section 
3.2.3 – 
page 5-6 

- In 3.3.2 "The accuracy of question 
answering for each quantized model 
(FP16, INT8, and INT4) is compared 
using the TriviaQA dataset of 1000 
rows". The authors should describe, why 
1000 rows of data for testing? 

The experiments are very time-consumming; 
processing 1000 rows of TriviaQA in DQA system 
took us 2 hours 33 mins for the INT4 model. Six 
experiments on 1000 rows took us about 15 
hours. The authors think that experiment with 
1000 rows of data (comprises 12.5% of of TriviaQA 
Wikipedia validation set, which contains 7993 

Section 3.1 
– page 4 



Reviewer 3 

Reviewer’s comments Point-by-point response Page 
number 

rows) is enough to proof the crucial point of 
proposed idea. The authors have clarified more 
about the dataset in the section 3.1. 

- The authors should describe Why the 
EM(Exact Match) metric was chosen for 
evaluating the performance of the 
question-answering models? 

The authors use the Exact Match (EM) 
measurement based on this reference which is 
added into the manuscript. 
Bai, Y., & Wang, D. Z. More than reading 
comprehension: A survey on datasets and metrics of 
textual question answering. arXiv preprint 
arXiv:2109.12264, 2021. 

From the reference, the authors think that the EM 
is a suitable measure for the DQA task in our 
experiment. 

Add 
citation 
[25] in 
section 
3.3.2 and 
reference 
reference 
on the last 
page. 

- In 4.1 If possible, The authors should 
present the comparison of the 
quantized models' performance with 
non-quantized models over an extended 
period or across a variety of tasks to 
demonstrate the quantized models' 
robustness and reliability. 

Due to our limited computing resources and 
limited time to correct the paper, we cannot 
provide comparisons over an extended period or 
across a variety of tasks. We make a note of this in 
our future work. 

Last 
paragraph 
in section 
5 : 
conclusion 
– page 8 

- In 4.2, The authors should provide 
additional information on the reasons 
why quantized models and those 
utilizing RAG differ in accuracy. This may 
include an analysis of scenarios or types 
of questions where each model 
performs well or poorly. 

Upon the investigation of answers mismatched by 
the pretrained model versus answer matched 
correctly by pretrained with RAG model, answers 
containing proper names from specific domains 
are often found. Hence, the study suggests that 
when lacking a specific domain knowledge in the 
context, the pretrained model often generate 
“hallucinated” answers which is not the correct 
answer. Therefore, the RAG technique not only 
helps to eliminate the finetune step but also helps 
to improve the DQA accuracies.  
The authors have updated this information in 
section 4.2. 

Section 4.2 
– page 8-9 

 

Reviewer 4 

Reviewer’s comments Point-by-point response Page 
number 

1. is figure 1 originate from 
https://int8.io/local-large-language-
models-beginners-guide/?, so need to 
replicate.  (also figure 2 ) 

We have redrawn figure 1 as suggested. Figure 1 and 
2 on page 3. 

2.  In section 2.2, all topics are 
explained shortly so no need to 

We have rewritten section 2.2 into one short 
paragraph. 

Section 2 - 
Page 4 



Reviewer 4 

Reviewer’s comments Point-by-point response Page 
number 

separate in sub-section, just separate 
into paragraph 

3. Section 4.2 the explanation of 
the results (from table1) make confusing 
such as, the author shows that 
“Meanwhile, when applying the RAG 
technique to each size of pre-trained 
model, the question answering 
performance increased significantly, 
from 7-11% in all model sizes.”. however 
the data shown table 1 decrease from 
70 to 68.2 

The comparison is between the pretrained model 
only (the second column) and the pretrained 
model + RAG model (the third column). It 
increase from 59% to 70% in the first row (FP16) 
and increase from 61.2% to 68.2% in the second 
row (INT8), therefore, RAG enhance the 
accuracies by 7-11%.  
The author has modified content in section 4.2 to 
clarify this. 

Section 4.2  
Page 7-8. 

4. The authors mentioned that they 
conducted experiments on a computer 
using only CPU in order to compare 
model performance and memory usage 
on various sizes of Quantization. 
However, they shows that this study 
conducted a comparison experiment on 
Kaggle using 2xGPU T4 with 15 GB of 
memory per GPU. 

The phrase “only CPU” in the original paper is 
misleading, the authors have removed it. All 
experiments are conducted on Kaggle with GPUs. 
However, the deployed model is run on 
HuggingFace’s 8vCPU 32GB RAM. We have 
updated the manuscript to clarify this point.  

Introduction 
section – 
page 2 
 
Section 5 – 
conclusion – 
page 8 

 
Note: The manuscript is shortened to 9 pages based on the ICIC journal 8-9 page limited. 
(Some redundance contents are removed. Some unnecessary citations and references are 
removed.) 


